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Link prediction task in knowledge graph (KG)
• Given a query 𝑢, 𝑞, ? , to find the answer 𝑣, making 𝑢, 𝑞, 𝑣 valid

• 𝑢: query entity, 𝑞: query relation, 𝑣: answer entity
• Namely, to predict the latent (unknown) edges, based on the observed (known) edges
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query = 𝑢, 𝑞, ?
𝑢 ←③, 𝑞 ← relation, 𝑣 ←⑧

a KG 𝒢

Background



Two classes of existing works
• semantic models (computation-efficient but parameter-expensive)

• 𝑝 𝑢, 𝑞, 𝑣 is measured by a scoring function, utilizing their representations 𝒉!, 𝒉", 𝒉#
• structural models (parameter-efficient but computation-expensive)

• learn the sequential order of structures by leveraging the relational paths between 𝑢 and 𝑣
• or, directly use the graph structure for reasoning, capturing more complex semantics
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Background

Abstraction:

èThe whole graph (𝓖), model (𝒇𝜽), and prediction ()𝒀) are coupled
è 𝒇𝜽 acts on 𝓖 to obtain )𝒀 of all entities

𝒢 𝑯 )𝒀
(𝑢, 𝑞, ? )

𝒢 )𝒀
(𝑢, 𝑞, ? )

𝑓𝜽 𝑓𝜽𝑓𝜽
Parameter Complexity

structural

semantic

semantic models structural models complexity comparison

Computation Complexity



Research Problem
Graph sampling is an intuitive solution, however, existing sampling methods are not good enough
• non-learnable sampling methods are designed to solve scalability issues of node-level tasks 

• e.g., GraphSAGE, FastGCN, and Cluster-GCN
• cannot guarantee the coverage of answer entities
• do not perform good on KGs

• learnable sampling methods are bundled with specific GNN models
• e.g., DPMPN,AdaProp, and AStarNet
• the sampling and reasoning in each layer are highly coupled
• the computation cost can be still high on large-scale KGs

fast but not good

good but not fast

Parameter Complexity

structural

semantic

Computation Complexity

è how to efficiently and effectively conduct subgraph reasoning on KG?🤔

?????? 𝑓𝜽
𝒢% )𝒀𝒢

(𝑢, 𝑞, ? )
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Only partial knowledge stored in human 
brain is relevant to a question
• extracted by recalling 

• and then utilized in the careful thinking procedure

Generating candidates and then ranking 
the promising ones are common
• in large-scale recommendation system 

• for handling millions even billions of users and items

Motivation



One-shot-subgraph link prediction on KGs

𝑔𝝓 𝑓𝜽
𝒢% )𝒀𝒢

(𝑢, 𝑞, ? )

è decoupling predictor 𝑓𝜽 and original graph 𝒢
è only require subgraph 𝒢% for reasoning

two key components
• sampler 𝑔' efficiently samples a subgraph
• predictor 𝑓( effectively reasons on the subgraph

Abstraction:

Design principle
• first to efficiently identify a subgraph (system1)

• relevant to the given query

• then effectively reason on the subgraph (system2)
• to obtain the precise ranking results



Formal Definition



Implementation | overview

The three key steps of 
one-shot-subgraph LP are 
1. generate the sampling 

distribution
2. extract a subgraph with 

top entities and edges
3. inference on the 

subgraph and get the 
final prediction

Q: what kind of sampler is suitable here?

Q: how to build the predictor’s architecture

Q: how to optimize the sampler and predictor?



Implementation | step1/3 Generate Sampling Distribution

Notice that the answer entity are generally near the query entity.
Hence, we choose the single-source and non-parametric heuristic Personalized 
PageRank (PPR) as the indicator for sampling

𝒑(𝒌): the sampling importance of each entity



Implementation | step2/3 Extract Subgraph



Implementation | step3/3 Reason on the Subgraph

intra-layer
design

inter-layer 
design



Implementation | the full algorithm

hyperparameters 𝑟𝒱, 𝑟ℰ and 𝐿 are important
but how to find the optimal configure?🤔



Implementation | optimization
Search Problem to find the optimal configuration 𝜙'()*+∗
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Experiments | main results



Experiments | ablation study
10% entities 10% entities 10% entities



Experiments | efficiency comparison
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Summary
Main contributions
• We propose a new manner of one-shot-subgraph reasoning on KGs to alleviate the scalability 

problem of existing methods and achieve efficient as well as adaptable learning on KGs

• We further introduce the automated searching for adaptive configurations in both data space 
and model space that benefits from the high efficiency of subgraph reasoning

• Extensive experiments on three common datasets and two large-scale benchmarks show that our 
method achieves leading performances with significantly improved effectiveness and efficiency

Extension
• adapt the decoupled reasoning framework to other graph learning tasks

• e.g., sample a local subgraph for node classification or a global subgraph for graph classification

• enhancing the one-shot-subgraph reasoning with instance-wise adaptation
• e.g., sampling a subgraph of suitable scale for each given query



Take home message

[FAST Sampling]
To identify a query-dependent

subgraph without learning

[SLOW Reasoning]
To build an expressive GNN that

is adaptive to the extracted subgraph

𝑔𝝓 𝑓𝜽
𝒢/ *𝒀𝒢

Fast sampling Slow reasoning

(𝑢, 𝑞, ? )

how to efficiently and effectively conduct subgraph reasoning on KG?🤔
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