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Background | atom interaction

https://www.geeksforgeeks.org/covalent-bond/
https://theory.labster.com/hydrogen_bond/
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Molecular graphs consist of different types of atom interaction.

Covalent-bond

Hydrogen bond



Background | SRI and LRI

The short-range interaction 
(SRI) forms the structure of 
the molecular graph.

The long-range interaction 
(LRI) could determine both 
the physical and chemical 
properties.  

Treatment of electrostatic effects in macromolecular modeling. In Proteins: Structure, Function, and Bioinformatics, 1989.
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Existed works | Graph Neural Networks (GNNs)

To capture LRI, we need to stack multiple GNN layers 
for aggregating neighbor information. 

GNNs learn information by performing neighbor aggregation, each layer 
corresponds to one additional hop neighbors.

https://snap.stanford.edu/graphsage/
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Interacting nodes converge to indistinguishable 
representations as the number of GNN layers 
increases.

Over-squashing occurs when an exponentially 
growing amount of information is squashed into 
a fixed-size vector.

Over-smoothing

Over-squashing

Understanding over-squashing and bottlenecks on graphs via curvature. In ICLR, 2022.
https://minyoungg.github.io/MIT-deeplearning-blogs/2021/12/09/oversquashing-in-gnns/
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Existed works | Graph Neural Networks (GNNs)



Existed works | graph transformer

Node pair-wise attention for transformer block.

• Irrelevant interactions
With self-attention, a node may attend to 
many nodes with no direct edge 
connection.

• Additional computation
LRIs are usually sparse, and the node pair-
wise attention might not be necessary.
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Recipe for a General, Powerful, Scalable Graph Transformer. In NeurIPS, 2022.
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Change the interaction space.
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Can we capture the LRI in a more 
manageable and computationally 
efficient space?



Aim

Learning to project all the original atoms into a few neural atoms 
that abstract the collective information of atomic groups in a molecule. 

General idea
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The neural atom has several advantages: 

• Learnable projection from atoms to neural atoms.
• Reducing the multi-hop long-range interaction to single-hop. 
• GNN-agnostic and plug-in-and-play.

Overview
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Neural Atoms – step 1

Step-1. Project atom representations 𝑯𝑮𝑵𝑵
(ℓ) to neural atom representations 𝑯𝐍𝐀

(ℓ).

Projecting N atoms into K (<< N) neural 
atoms by multi-head attention.
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Neural Atoms – step 2

Step-1. Step-2. Exchange information among neural atoms 𝑯𝐍𝐀
(ℓ) ↦ �̃�𝐍𝐀

(ℓ).

Exchanging information among neural atoms 
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Neural Atoms – step 3

Step-3. Project neural atoms back and enhance the atoms’ 

representation (𝑯𝑮𝑵𝑵
ℓ , �̃�𝐍𝐀

(ℓ)) ↦ 𝑯 ℓ .

Enhancing the atom representation 𝑯𝑮𝑵𝑵
ℓ  by �̃�𝐍𝐀

(ℓ) 
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行业PPT模板http://www.1ppt.com/hangye/
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2D setups

?

Link prediction on PCQM-Contact. Graph prediction and regression on
peptides-func and peptides-struct.
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2D experiments
Neural atoms can boost the performance of various GNNs up to 27.32%.
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2D running time
Neural atoms bring acceptable additional computation.
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3D setups

OE62 contains 61,489 organic molecular 
graphs, each consisting of up to 174 atoms with 
16 different elements (H, Li, B, C …)

Molecular energy calculation (in eV) measured 
by Energy MAE and Energy MSE compares 
to DFT-computed energies. 
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3D experiments
10 neural atoms without 3D information and half the hidden 
dimension achieve competitive performance compared to the SOTA, 
Ewald-based approach.
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行业PPT模板http://www.1ppt.com/hangye/
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• Leveraging the atomic coordinate information better to capture the LRI. 
• Instilling expert knowledge in the grouping strategy.

Conclusion

Future directions

We propose neural atoms to enhance GNNs capturing LRIs. Our method 
boost GNNs by transforming original atoms into neural atoms, facilitating 
information exchange, and then projecting the improved information back to 
atomic representations. 
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