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Graph representation:  𝒢 = ℰ,ℛ, 𝒮 .

Entities ℰ: real world objects or abstract concepts.

Relations ℛ: interactions between/among entities.

Fact/triples 𝒮:  the basic unit in form of (head entity, relation, tail entity), ℎ, 𝑟, 𝑡 .

KG is a semantic graph
• Semantic information
• Structural information
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Background – Knowledge Graph (KG)

https://www.4paradigm.com/product/knowledge_base.html
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KGQA: Recommendation: 

Drug discovery: Stock prediction: 

Representative applications
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Advantages:
• Continuous, ease of use in ML pipeline.
• Discover latent properties.
• Efficient similarity search.

Background – Knowledge Graph Learning
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Background – Machine learning on Knowledge Graph

For setting up a KG learning system, we need
• A scoring function 𝑭 to measure the plausibility triplets
• A sampling scheme to generate negative samples 𝑺!
• A loss function 𝑳 and regularization 𝒓 to define the learning problem
• An optimization strategy for convergence procedure

We can formulate the learning framework as:

negative sampling
scoring function

loss function

regularizationoptimization min
𝒘
ℒ 𝐹 ⋅,𝒘 , 𝒮# , 𝒮$ + 𝑟 𝒘
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Key components and related hyper-parameters (HPs)

Background – Machine learning on Knowledge Graph

negative samplingscoring function1

loss function

regularizationoptimization min
𝒘
ℒ 𝐹 ⋅,𝒘 , 𝒮# , 𝒮$ + 𝑟 𝒘

1: Note that HPs in SF are not covered here
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Key components and related hyper-parameters

Background – Machine learning on Knowledge Graph

hyper-parameter

0.00
0.57

8.64 * 10-3
0.25

1.77 * 10-2

A configuration



No best models No best hyper-parameters🤔
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Background – review of KGE models

Huge
Gap



https://awesomeopensource.com/project/hibayesian/awesome-automl-papers

“No best hyper-parameters”

“No best models”

Background – from theAutoML scope

https://awesomeopensource.com/project/hibayesian/awesome-automl-papers
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Taxonomy Examples Cons

Sampled-based Grid search Low efficiency
Can not learn from
historical records

Random search

Bayesian
optimization

Hyperopt (TPE) [1] Slow feedback from
the original KGSMAC (RF) [2]

Ax (GP) [3]

AutoNE [4] (Subgraph-based)
No specialized
designs for KGE

e-AutoGR [5]

𝜙 𝐻𝑃 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 → 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒

Background – review of HPO methods

[1] Hyperopt: A python library for optimizing the hyperparameters of machine learning algorithms.
[2] Sequential model-based optimization for general algorithm configuration.
[3] https://github.com/facebook/Ax
[4] Autone: Hyperparameter optimization for massive network embedding. 
[5] Explainable automated graph representation learning with hyperparameter importance.
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Weakness of existing works
Low efficiency in searching for HP configuration
• usually in a time-consuming trial-and-error way

• interaction, importance, and tunability of HPs are unclear

• lacking understanding of KGE components

Motivation and Objective

Objective of KGbench:
• Design a searching algorithm,
• for any given dataset and embedding model with limited budget,
• to efficiently search for the hyper-parameter configuration.
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HP searching problem setup

Motivation and Objective

Three major aspects for efficiency in Def. 1
1. the size of search space 𝜒
2. the validation curvature of ℳ
3. the evaluation cost in solving 𝑎𝑟𝑔𝑚𝑖𝑛𝒫

[1]

[1]Visualizing the loss landscape of neural nets
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Understanding the HP in KGE
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Recall the search space

Questions to be answered
• What are the properties of each HP?

• ranking distribution
• consistency
• computing cost

• Can we decrease the range for each HP?
• Can we decouple some HPs?

Three major aspects for efficiency in Def. 1
1. the size of search space 𝜒
2. the validation curvature of ℳ
3. the evaluation cost in solving 𝑎𝑟𝑔𝑚𝑖𝑛𝒫
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Excavating properties of HPs

enumerating
sampling anchors [1]

Understanding the HP in KGE

[1] Design Space for Graph Neural Networks

# negs. 32 128 512 2048 1VsAll kVsAll

anchor-1 0.21 0.32 0.19 0.41 0.43 0.44

anchor-2 0.33 0.29 0.34 0.36 0.40 0.38

anchors ⋯ ⋯ ⋯ ⋯ ⋯ ⋯

anchor-n 0.15 0.19 0.14 0.19 0.28 0.25

anchor-1 5 4 6 3 2 1

anchor-2 5 6 4 3 1 2

anchors ⋯ ⋯ ⋯ ⋯ ⋯ ⋯

anchor-n 5 4 6 4 1 2

👍Performance dist.

Ranking dist.

option ranking
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✗ lower
rankings

✓ higher
rankings

Excavating properties of HPs | Ranking/Performance distribution

Understanding the HP in KGE

The HPs can be classified into 4 groups
1. reduced options
2. shrunken range
3. monotonously related
4. no obvious patterns
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Excavating properties of HPs

enumerating
sampling anchors [1]

Understanding the HP in KGE

[1] Design Space for Graph Neural Networks

# negs. 32 128 512 2048 1VsAll kVsAll

anchor-1 0.21 0.32 0.19 0.41 0.43 0.44

anchor-2 0.33 0.29 0.34 0.36 0.40 0.38

anchors ⋯ ⋯ ⋯ ⋯ ⋯ ⋯

anchor-n 0.15 0.19 0.14 0.19 0.28 0.25

anchors ⋯ ⋯ ⋯ ⋯ ⋯ ⋯

anchor-n 25 48

anchor-1 2 1

anchor-2 5 5

anchor
ranking

SRCC

1
0

23

✓

✗

|rank(θ1)-rank(θ2)|
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Positive and negative Spearman rank correlations

Understanding the HP in KGE

https://en.wikipedia.org/wiki/Spearman%27s_rank_correlation_coefficient

Positive negative



20

Excavating properties of HPs

enumerating
sampling anchors [1]

Understanding the HP in KGE

[1] Design Space for Graph Neural Networks

# negs. 32 128 512 2048 1VsAll kVsAll

anchor-1 0.21 0.32 0.19 0.41 0.43 0.44

anchor-2 0.33 0.29 0.34 0.36 0.40 0.38

anchors ⋯ ⋯ ⋯ ⋯ ⋯ ⋯

anchor-n 0.15 0.19 0.14 0.19 0.28 0.25

anchors ⋯ ⋯ ⋯ ⋯ ⋯ ⋯

anchor-n 25 48

anchor-1 2 1

anchor-2 5 5

anchor
ranking

Consistency = Average pairwise SRCC
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Observation:
the batch size and dimension size show 
higher consistency than the other HPs.

Excavating properties of HPs | Consistency

Understanding the HP in KGE



Outline
• Background

• A comprehensive understanding of HP in KGE
• search space

• validation curvature

• evaluation cost

• An efficient two-stage HP search algorithm

• Experiments

• Key takeaway and future directions



23

Excavating properties of HPs | from the aspect of predictor

Ground truth RF prediction

GP prediction MLP prediction

Validation curvature
Predictors
• Gaussian process (GP)
• Multi layer perceptron (MLP)
• Random forest (RF)

Observation:
RF is better in approximating the curvature

MSE results

H
P

range1
HP range2

Understanding the HP in KGE



Ground truth RF prediction GP prediction MLP prediction

Excavating properties of HPs | from the aspect of predictor

Understanding the HP in KGE

24
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Excavating properties of HPs | Time cost

Understanding the HP in KGE Three major aspects for efficiency in Def. 1
1. the size of search space 𝜒
2. the validation curvature of ℳ
3. the evaluation cost in solving 𝑎𝑟𝑔𝑚𝑖𝑛𝒫

Average evaluation
time cost:

~2.1h
~3.5h
~17.3h
~21.7h
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Observation:
batchsize↑ or dimension↑
⇒ time cost↑

Excavating properties of HPs | Time cost1
Understanding the HP in KGE Three major aspects for efficiency in Def. 1

1. the size of search space 𝜒
2. the validation curvature of ℳ
3. the evaluation cost in solving 𝑎𝑟𝑔𝑚𝑖𝑛𝒫

1:The experiments are implemented with PyTorch framework, 
on a machine with Intel Xeon 6230R CPUs, 754 GB memory and RTX 3090 GPUs with 24 GB.
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Excavating properties of HPs | Transferability of subgraphs

20%

sampling

Original KG Sampled KG

evaluations
on
original KG

evaluations
on
sampled KG

calculate SRCC

Observation:
• Good correlation between subgraph and

original graph
• Multi-start random walk is the best choice

Understanding the HP in KGE

0.23
0.44
0.31
….

0.43
0.54
0.29
….
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Excavating properties of HPs | Transferability of subgraphs

20%

sampling

Original KG Sampled KG

calculate SRCC

Understanding the HP in KGE

Predictor
• train with sampled KG + original KG
• lower SRCC compared with direct transfer
• similar cases for GP/MLP/RF

evaluations
on
original KG

evaluations
on
sampled KG

0.23
0.44
0.31
….

0.43
0.54
0.29
….
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Full KG Sampled KGs

…1% / 5% / 10% / … / 50%

node sampling

Observation:
• When the subgraph size↑, 

the consistency↑ and the cost↑

• To balance the consistency and cost, 
the subgraphs with 20% nodes
are the better choices

Excavating properties of HPs | Transferability of subgraphs

Understanding the HP in KGE



20%

sampling

Original KG Sampled KG

evaluations
on
original KG

evaluations
on
sampled KG

0.23
0.44
0.31
….

0.43
0.54
0.29
….
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Summary of the observations

• Ranking distribution/consistency for each HP’s values
• dimension/batch size

• Full HP range can be shrunken and decoupled

Understanding the HP in KGE

Three major aspects for efficiency in Def. 1
1. the size of search space 𝜒
2. the validation curvature of ℳ
3. the evaluation cost in solving 𝑎𝑟𝑔𝑚𝑖𝑛𝒫

• The validation curvature is pretty complex
• RF is better than GP/MLP as the predictor

• Sampling with multi-start random walk can reduce
cost while possessing high performance consistency

How to design algorithm based on the above observations?🤔
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Reducing the search space

shrunken range HPs：
can be searched more exactly

decoupled HPs:
can be directly tuned
apart from other HPs

Reduced space = shrinkage range HPs + decoupled HPs
The reduced space is about 700 times smaller than the full space

Efficient two-stage HP search algorithm



Efficient two-stage HP search algorithm
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Stage1: exploration on reduced space
• quickly search HP on sampled KG
• with predictor RF and acquisition BORE

TwO-Stage Search algorithm (KGTuner)
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Efficient two-stage HP search algorithm
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Stage2: exploitation with fine-tuning
• transfer top10 configurations from stage 1
• finetune configuration on original KG

• with higher dimension and batchsize

TwO-Stage Search algorithm (KGTuner)



Efficient two-stage HP search algorithm
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Stage1: exploration on reduced space
• quickly search HP on sampled KG
• with predictor RF and acquisition BORE

Stage2: exploitation with fine-tuning
• transfer top10 configurations from stage 1
• finetune configuration on original KG
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Efficient two-stage HP search algorithm

…

… …

stage1 stage2

Limited time budget

/ evaluation on original KG / sampled KG optimal configuration

Searching process diagram

Top-K

One-stage method

Two-stage method (ours)
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Experiment
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Search algorithm comparison

Observations
• Random search is the worst due to the full 

randomness. 

• SMAC and RF+BORE achieve better 
performance than Hyperopt and Ax since RF 
can fit the space better than TPE and GP.

• Due to the weak approximation and
transferability, AutoNE also performs bad. 

• KGTuner is much better than all the baselines



Experiment
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Searched configuration performance



Experiment | Ablation study
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First-stage budget Subgraph sizeSearch space

budget = B/2👍 Subgraph + Decouple👍 Subgraph size = 20%/30%👍

full space

reduced space
decoupled space



Experiment
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Searched optimal configurations

Reduced
options

Limited
range

Monotonously
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Recall the difficulties
Lacking understanding of KGE
components
Low efficiency in searching for
hyperparameter

KGTuner
A comprehensive understanding of HPs

An efficient two-stage HP search algorithm

Key takeaways

45

Code: https://github.com/AutoML-Research/KGTuner

Email: zhangyongqi@4paradigm.com

https://github.com/AutoML-Research/KGTuner


Limitation and future directions
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Potential directions
• apply with GNN to solve the scaling problem
• combine HPO with NAS
• transferability across datasets/models/tasks

Limitation
• Limited to pure

embedding models
• Not considering HPs

inside the SF model
• Lacking of theoretical

analysis and guarantees

WN18RR FB15k-237


