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Out-of-distribution (OOD) detection is essential to ensuring the reliability 
of machine learning systems

Image Source:  J. Yang, et al, Generalized Out-of-Distribution Detection: A Survey. arXiv preprint arXiv:2110.11334, 2021.

Background

It can be viewed as a binary classification problem:



Y. Ming, et al. Delving into Out-of-Distribution Detection with Vision-Language Representations, In NeurIPS, 2022.

Background

Pre-trained VLMs (e.g., CLIP) enable zero-shot OOD Detection



Background

We wonder 🤔
1)   if this issue arises because the pre-trained VLMs 
      are not strong enough 
or 
2)   if it is attributable to the usages of these  pretrained 
      models, e.g., an exclusive reliance on closed-set ID 
      classes

Such an approach often fails when encountering hard OOD samples

ID dataset: CUB-200-2011
OOD dataset: Places



Background

è Building a text-based classifier with only closed-set labels largely restricts 
     the inherent capability of CLIP

Incorporating with actual OOD class labels



Research Problem

Is it possible to generate the potential outlier class labels for OOD detection 
without access to test-time data? 🤔 
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Motivation

Image generated by DALLE2 

LLMs possess a wealth of expert knowledge 
and strong reasoning capabilities
• LLMs know the visual features of lots of categories

• and then can utilize the visual features to envision outlier 
classes



Technical Challenge 
How to guide LLMs to generate the desired outlier class label? Since the OOD 
classes are unknown

visual similarity rule!

Observations:
• MCM can easily distinguish visually distinct ID and OOD samples
• Indistinguishable ID/OOD samples are often visually similar

husky wolf



Framework



Envision Outlier Exposure
We categorize OOD detection tasks into three types: far, near, and fine-
grained OOD detection



Implementation | the full algorithm
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Experiments | main results



Experiments | main results



Experiments | ablation study



Understanding | without hitting the GT OOD
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Summary

Main contributions
• We propose a new perspective that leverages expert knowledge from LLM to envision potential 

outlier class labels, facilitating OOD detection

• We propose EOE, providing LLM prompts based on the visual similarity rule to envision 
potential outlier class labels, and design a score function to effectively distinguish between ID 
samples and OOD samples

• Extensive experiments show that EOE achieves improvements of 2.47%, 2.13%, 3.59%, and 12.68% 
on the far OOD, near OOD, fine-grained OOD, and ImageNet-1K in terms of FPR95



Thanks for your listening!
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