
Problem: Link Prediction on KG Method: one-shot-subgraph reasoning Experiments

Question: Is all the information necessary for reasoning on knowledge graphs? 🤔

Applications: QA / RecSys

Structural models (e.g., GNNs) for KG reasoning
• propagate the message with the graph structure
• update entity representation at each propagation step

KG reasoning with query:
(LeBron, lives_in, ?)
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The Scalability Issue

semantic models (computation-efficient but parameter-expensive)
• 𝑝 𝑢, 𝑞, 𝑣 is measured by a scoring function with representations 𝒉!, 𝒉", 𝒉#
structural models (parameter-efficient but computation-expensive)
• learn the structures by leveraging the relational paths between 𝑢 and 𝑣
• or use the graph structure for reasoning, capturing more complex semantics
è 𝒇𝜽 acts on 𝓖 to obtain )𝒀 of all entities
è The whole graph (𝓖), model (𝒇𝜽), and prediction ()𝒀) are coupled

How to efficiently and effectively conduct subgraph reasoning on KG? 🤔

Design principle
• first to efficiently identify a
subgraph (system1) è sampler

• then effectively reason on the 
subgraph (system2) è predictor

• Only partial knowledge stored in human brain is relevant to a question
• Generating candidates and then ranking the promising ones are common

Implementation

The three key steps of one-shot-subgraph reasoning are 
1. generate the sampling distribution

2. extract a subgraph with top entities and edges

3. inference on the subgraph and get the final prediction
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