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The link prediction task:
• based on the observed links
• to predict the latent links

Existing graph benchmarks are generally clean.
However, graph data can be noisy in practical scenarios:
• the observed graph is often with noisy edges (input noise)
• the predictive graph often contains noisy labels (label noise)
• these two kinds of noise can exist at the same time (by random split)

We call this kind of noise as the “bilateral edge noise”

è How to improve the robustness of GNNs under edge noise?🤔

performance drop representation collapse

The noise leads to performance degradation and representation collapse:

è GIB is vulnerable to label noise for its maximum label supervision

In this work, we further balance the mutual dependence 
• among graph topology !𝐴, target labels #𝑌, and representation 𝑯
• build a new learning objective RGIB for robust representation

Experiments

RGIB RGIB-SSL RGIB-REP

è the graph representation has obvious improvement in distribution:

è RGIB performs the best in all six datasets under the bilateral noise:

RGIB-SSL optimizes the representation with self-supervised learning
to achieve a tractable approximation of the MI terms
• integrate a uniformity term and an alignment term with graph augmentation
• adopt the contrastive learning technique and contrast pair of samples

RGIB-REP purifies the noisy signals with reparameterization mechanism
• latent variables 𝒁! and 𝒁" are clean signals extracted from noisy #𝑌 and !𝐴
• I 𝑯; 𝒁! measures the supervised signals with selected samples 𝒁!
• I(𝒁"; !𝐴) and I(𝒁!; #𝑌) help to select the clean information from noisy !𝐴, #𝑌

The Bilateral Edge Noise

The Effects of Bilateral Edge Noise

Instantiation: RGIB-SSL and RGIB-REP

è RGIB consistently surpasses all the baselines under the unilateral noise:

Future Directions

New instantiations of RGIB, e.g., approximation of the MI terms
New scenarios with noise, e.g., feature noise, other structural noise
New graph learning tasks, e.g., node classification, graph classification
New theoretical analysis, e.g., information theory, graph generation model




