
Question-1 (Q1): In base-9, what is 86+57? 
Rationale-1 (R1): In base-9, the digits are  “012345678”.  We have 
6 + 7 = 13 in base-10. 13 + 8 = 21. Since we're in base-9, that 
exceeds the maximum value of 8 for a single digit.13 mod 9 = 4, so the 
digit is 4 and the carry is 1. We have 8 + 5 + 1 = 14 in base 10. 14 
mod 9 = 5, so the digit is 5 and the carry is 1. 5 + 9 = 14. A leading 
digit is 1. So the answer is 154.
Answer-1 (A1): 154.
…Q2, R2, A2, Q3, R3, A3 …
Test Question: In base-9, what is 62+58?
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while the test question asks about base-9 calculation

Question-1: In base-9, what is 86+57?
Rationale-1: In base-9, the digits are “012345678”. We have 6 + 7 = 
13 in base-10. Since we‘re in base-9, that exceeds the maximum value 
of 8 for a single digit. 13 mod 9 = 4, so the digit is 4 and the carry is 
1. We have 8 + 5 + 1 = 14 in base 10. 14 mod 9 = 5, so the digit is 5 
and the carry is 1. A leading digit 1. So the answer is 154.
Answer-1: 154.
…Q2, R2, A2, Q3, R3, A3 …
Question : In base-9, what is 62+58?

Input: CoT with clean rationales

Input: CoT with noisy rationales

Question-1: In base-9, what is 86+57? Answer-1: 154.
Question-2: In base-9, what is 63+34? Answer-2: 107.
Question-3: In base-9, what is 31+58? Answer-3: 100.
Question: In base-9, what is 62+58?

Input: ICL with three examples

Question: In base-9, what is 62+58?
Zero-shot Input

In-context learning and Chain of thoughts

Chain of thoughts with noisy rationales

👍

the irrelevant base-10 information is included in rationale

🤔

Noisy rationales originate from diverse sources (refer to Appendix C)
• such as crowdsourced platforms, dialogue systems, and AI-generated data

However, LLM’s robustness against noisy rationales is unknown
• a new dataset is needed to conduct a systematic evaluation of current LLMs 
• and verify the corresponding countermeasures against noisy rationales

Algorithm Design

Empirical Evaluation

NoRa (Noisy Rationales)
• a comprehensive testbed to evaluate the robustness against noisy rationales
• contains 26391 questions and 5 subtasks
• covering 3 types of reasoning tasks: mathematical, symbolic, and commonsense

Grand observation: The base
LLM (GPT-3.5) with all the 
existing methods is severely 
affected by noisy rationales
• a 0.2%-25.3% decrease 

with irrelevant noise
• a 0.1%-54.0% decrease 

with inaccurate noise

self-correction methods 
perform poorly on most 
tasks with noisy rationales

self-consistency methods 
can improve robustness 
without true denoising

Adjusting temperature 
can improve reasoning 
under noisy rationales

Prompting with more noisy 
examples boosts reasoning 
accuracy on most tasks

Different LLMs are 
generally vulnerable to 
noisy rationales

Self-denoising: 
• It is hard for LLMs to denoise noisy data without guidance

Contrastive Denoising:
• It is easier for LLMs to denoise by contrasting noisy and clean data
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Contrastive Denoising with Noisy Chain-of-thought (CD-CoT)
• rephrasing and selecting rationales to conduct explicit denoising (steps 1&2)
• exploring diverse reasoning paths and voting on answers (steps 3&4)

CD-CoT presents a significant 
performance improvement 
across all datasets, with an 
average improvement of 
17.8% compared with the base 
model under noisy settings.

CD-CoT effectively
removes noisy 
thoughts and 
ensures format 
alignment with the 
original rationale.


