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Knowledge Graph (KG) Learning
Overall framework:

Given a scoring function, the model is trained under configuration of negative sampling, loss function,
regularization and optimization.

Hyper-parameter (HP) Optimization for KG Learning

Three major aspects for efficiency in Def. 1
1. the size of search space 𝜒
2. the validation curvature of ℳ
3. the evaluation cost in solving argmin
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The conventional HPO methods do not seriously
consider the three aspects.

Understanding the HP Search Problem

Denote 𝐱 as an configuration of HPs.

Search space 𝒳
We classify the HPs into four categories according to distributions of performance.

Reduced options

Shrunken range

Monotonously related

No obvious patterns

Validation curvatureℳ
Ground truth Random forest predictor

Gaussian process predictor MLP predictor

Random forest can approximate the validation curvature better.

Understanding the HP Search Problem (Continued)
Evaluation cost argmin
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Observation: batch size↑ or dimension↑ ⇒ time cost↑

Using subgraph evaluation to approximate full graph evaluation:

Observations:
• Multi-start random walk is a better strategy to sample subgraphs.
• To balance the consistency and cost, the subgraph with 20% nodes is the better choice

KGTuner: Two-stage Algorithm

! → !!

evaluate on 
subgraph ) ℳ(# $∗, *& , )-'.)"!

search 
algorithm

update

top10

search 
algorithm

ℳ(# $∗, +&∗ , '-'.)

#!∗

select

#!∗

!!|$
select

evaluate on 
full graph '

stage one: efficient evaluation on subgraph stage two: fine-tune the top configurations
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Experiments
Search algorithm comparison

Performance comparison
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