
Background: Zero-shot OOD Detection Method: Envisioning Outlier Exposure Experiments

Question: How to generate potential outlier labels for OOD detection without auxiliary data? 🤔

Given a pre-trained model, ID classes are defined by the
classification task of interest, instead of the classes used in
pre-training.
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Motivation

Design principle: Guide LLM to generate the desired outlier class label
based on the visual similarity rule

Implementation

Paper Code

Without hitting the GT OOD, these potential outlier classes can
still enhance performance in OOD detection

We design a new score function is to better distinguish between ID and OOD 
score distributions. First, the label-wise matching score is 

The proposed OOD detection score function

OOD detector:

Existing method: Using only closed-set ID classes

We wonder 🤔

1) if this issue arises because 
the pre-trained VLMs are not 
strong enough 
or
2) if it is attributable to the 
usages of these pretrained 
models, e.g., an exclusive 
reliance on closed-set ID classes

Ground truth: Incorporating with actual OOD class labels 
(unavailable)

ID dataset: CUB-200-2011, OOD dataset: Places

Building a text-based classifier 
with only closed-set labels 
largely restricts the inherent 
capability of VLMs

We can employ LLMs to envision 
potential outlier class labels for 
OOD detection since LLMs know 
the visual features of lots of 
categories

EOE (Ours): Incorporating with envisioned outlier classes

EOE can be effectively scaled to the ImageNet-1K dataset and is 
comparable to fine-tuning methods

For near OOD detection, EOE increases the average OOD performance 
by 2.13% in FPR95

For fine-grained OOD detection, EOE increases the average OOD 
performance by 3.59% in FPR95


