
Theoretical guarantee:
We prove that ECON converges efficiently to a Bayesian Nash Equilibrium (BNE) by deriving a sublinear 
Bayesian regret bound. The analysis proceeds as follows:
1. BNE Existence: We first establish the existence of a BNE strategy profile 𝜋𝜋∗ in our multi-agent LLM

framework, grounded in Glicksberg's Fixed Point Theorem.
2. Performance Difference Lemma: We apply the value difference between the optimal policy 𝜋𝜋∗ and

the current policy 𝜋𝜋𝑡𝑡 to the advantage function: 𝑉𝑉∗ 𝑠𝑠 − 𝑉𝑉𝜋𝜋𝑡𝑡 𝑠𝑠 = 1
1−𝛾𝛾

𝔼𝔼𝑠𝑠′~𝑑𝑑𝜋𝜋∗ ,𝑎𝑎~𝜋𝜋∗ 𝐴𝐴𝜋𝜋𝑡𝑡 𝑠𝑠′ 𝑎𝑎
3. Sublinear Regret Bound: By bounding the advantage with the Q-function estimation error (𝜀𝜀𝑡𝑡) and

policy suboptimality (𝛿𝛿𝑡𝑡), both of which decrease at a rate of 𝒪𝒪 ⁄1 𝑡𝑡 , we derive the final regret

bound for ECON: ≤ 𝒪𝒪 𝑁𝑁 𝑇𝑇
1−𝛾𝛾
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Our Solution: ECON (Efficient Coordination via Nash Equilibrium)
•Implicit Belief-Driven Coordination (✅): Replaces costly message passing with belief-based coordination.
•Guaranteed Convergence to Equilibrium (✅): Establishes a rigorous Bayesian Nash Equilibrium (BNE) framework.
•Hierarchical & Scalable Architecture (✅): Enables effective coordination in large ensembles via a local-to-global.

Motivation: Limitations of Existing Multi-Agent Frameworks
•Prohibitive Communication Costs (❌): MAD relies on explicit message passing, incurring substantial token.
•No Convergence Guarantees (❌): lack theoretical assurances of converging to a stable, effective solution.
•Scalability Challenges (❌): The information exchange often exceeds LLM context limits, impeding scalability.

From Debate to Equilibrium:
Belief-Driven Multi-Agent LLM Reasoning via Bayesian Nash Equilibrium

Yi Xie*, Zhanke Zhou*, Chentao Cao, Qiyu Niu, Tongliang Liu, Bo Han

Effective Scalability through Hierarchical Coordination: A single 
coordinator struggles with excessive agents (blue line). ECON forms a 
Global Nash Equilibrium from multiple Local Equilibria, enables 
performance to scale effectively (red line) from 3 to 9 Execution LLMs.

Reasoning Benchmark: Across five diverse reasoning datasets, ECON outperforms a 
wide range of strong baselines, from self-consistency to other multi-agent frameworks.

Consumption Analysis: ECON achieves SOTA accuracy while being 
significantly more token-efficient. On MATH, it uses 7x fewer tokens 
than Self-Consistency yet yields 14% higher performance.

paper code slidesPlanning Benchmark: On the 
highly complex TravelPlanner
benchmark, ECON achieves a 
Final Pass Rate of 9.3%, more 
than doubling MAD (3.7%).
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