
From Passive to Active Reasoning: 
Can Large Language Models Ask the Right Questions under Incomplete Information?

Problem: Active Reasoning Dataset: AR-Bench

The Significance of Active Reasoning

• Passive Reasoning (PR): Full 
information is provided for the 
model to derive the solution. 

• Active Reasoning (AR): Given 
incomplete information, the 
model interacts with external 
sources for information 

The core requirements of Active Reasoning
• Target important missing details and form questions
• Collect information from questions and derive the solution

AR-Bench (Active Reasoning Benchmark) contains 6040 questions and 
3 tasks, covering commonsense, logic, and symbolic reasoning tasks

 Outcome evaluation results on AR-Bench datasets

※ Key Observations:
1. AR-Bench demonstrates challenges across all models and methods
2. Existing active reasoning methods fail in AR-Bench
3. Human baselines significantly surpass cutting-edge language models

 Process evaluation results on AR-Bench datasets

The AR-Bench covers the three tasks:
• Detective Cases (DC): Interrogation

between a detective and 5 suspects
• Situation Puzzles (SP): the puzzle to 

reveal the truth from a mystery
• Guessing Numbers (GN): the game to 

uncover a 4-unique-digits number
Examples of three tasks:

Dataset statistics for the 
three tasks in AR-Bench:
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From Laurens Van der Maaten’s keynote at CVPR 2025: 
• System 3 is thinking together. Interactive and 

collaborative. Finds others with complementary skills or 
experience to solve more complex tasks

• AR depicts the interactive and collaborative ability (the key 
to System 3)

Experiments

※ Key Observations:
1. LLMs struggle to consistently propose good questions
2. The unreliable verifier limits the performance of ToT
3. The reliability of verifiers varies, strong in GN but 

weaker in SP
4. Underperforming LLMs ask low-quality questions
5. Larger models can retrieve more useful information

※ Key Observations:
1. Larger models demonstrate robustness to insufficient 

information to derive more correct conclusions
2. More question-asking turns cannot directly indicate 

more accurate conclusions in AR-Bench
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 Ablation Studies
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Active reasoning is essential in real-world applications:
• Travel planners gather requirements to create travel plans
• Doctors ask targeted questions to collect critical information 

for accurate analysis and diagnoses
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